Tutorial 2 Problem Set on Inner Product Space 12-08-2024 Monday

Solution to Inner Product Space Problem Set

e Tutor: Nelson Lam (nelson.lam.lcy@gmail.com))

o All the suggestions and feedback are welcome. Any report of typos is appreciated.

1 In Class Exercise

Exercise 1.1. Letu=i+j+k, v=—i+5j— 3k
(a). Compute [[ull, [[v]], (u,v)

(b). Compute the angle between u and v

Solution.

lul=V12+124+12=V3

Ivll= V(=17 + 5 + (=3 = V35

(u,v) _ 1
[alll[v]  v3v35

0 = cos™! <1>
V105

Exercise 1.2. Let u=8i+4j— 12k, v=i+2j—k

cosf =

(a). Compute [[ul, [[v]], (u,v)
(b). Compute Proj,u

(c). Write u as the sum of a vector parallel to v and orthogonal to v

Solution.
Jul|= /82 + 42 + (—12)2 = /224 = 4\/14
Ivll= V12 + 22+ (-1)° = V6
(u,v) = (8)(1) + (4)(2) + (=12)(-1) = 28
, (w,v) 28, . 14, 28, 14
P = = — 2j—-k)=—i+—j——k
roj,u EE V= (i+2j—-k) 3 i+ 5473
1 1 22
Let w = u—Proj,u = 30 i —§6j -3 k, then u = w +Proj,u

= (F)w+ (-3 )@+ (-F)n=0

By construction, Proj,u is a vector parallel to v. While w is a vector orthogonal to u
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Exercise 1.3 (Lecture Notes Chapter 1 Q2). Suppose u,v € R?® with (u,w) = (v,w),Vw € R?
(a). Show that (u—v,w) =0, for any choice of w

(b). Use the fact that (x,x) =0 = x = 0. Cleverly choose a vector w and substitute into (a).
Conclude that u = v

Solution. Suppose (u, w) = (v,w),Vw € R?, then
(u,w) — (v,w) =0

(u—v,w)=0
Since w is arbitrary (to be chosen), choose w = u— v, then

(u—v,u—v) =0
u-v=20

u=v

Exercise 1.4 (2020 TDG Quiz 1 Q1 Modified).

Let u = £1+£ +£k i _£ _\/§.+\/§._\/§

6 6 3 5 5 ,W—?l ?J ?kbe?)vectorsinR?’

(a). Show that they are mutually orthogonal
(b). Using (a), show that they constitutes an orthonormal basis for R?

(c). Expressr =2024i+8j+12k as a linear combination of u, v, w.

o= () (D) )+ (Do

o= () () (4)( )

o (B2 (D) (-2
e G 5 -

||vu=\/<f)2+<—f>2+<o>2:1

S ) H:vuz %h({f% (L) (-4 =

o = (r,u) = (2024)<V65> + (8)<¢5> . (12)<¢5> 102876

Solution.

6 3 3
B=(r,v) = (2024) (\f) +(8) ( - \f) +0 = 1008v2
v =(r,w) = (2024)(?) n (8)(\?> n (12)<_ \f) _ 202?())\/§
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\f Ve, V6 V2, xf

E 1.5. Let u= — — —k —_—1——
xercise et u +6 +3 2 2

(a). Compute u x v, is it a unit vector ?

(b). ”If w is not given in Exercise 1.4, then there is insufficient data to finish Exercise 1.3”, do
you agree !

Solution.

i  k
V6 V6

S Sleela

uxv= _% g = 1+\/3§j—\fk
2
910818 (5 (5 ()

Disagree, examiners can hell you in Exercise 1.4 by omitting w, but give 1 marks for derivation.
If you can’t derive w, then you probably get zero in whole question (domino effect !)

Warm Reminder: Make sure you grasp basic techniques to secure ”easy” scores
y p q y

Exercise 1.6 (2023 TDG Quiz 1 Q2).

(a). Evaluate the following determinants:

cosae —sina 0
det(R,) =det | sina  cosa 0
0 0 1

cosf 0 sinf
det(Ry,) = det 0 1 0
—sinf 0 cosf

1 0 0
det(R;) =det | 0 cosvy —siny
0 siny cosvy

(b). Describe the geometric meaning of the three matrices R, Ry, R, above.

(c). Describe the geometric meaning of the product R, R, R, of the three matrices above.
Solution.

(a). det(R,) = cos?a +sin? a = det(R,) = cos? 8 + sin? B = det(R,) = cos?y +sin?y = 1

(b). By matrix representation, consider R,

1 Ccos & 0 —sin« 0 0
Ol —{|sina|,[1]+— | cosa |,{0]— {0
0 0 0 0 1 1

Hence R, represents rotation about z—axis by « anticlockwisely

Similarly, R, represents rotation about y—axis by 3 anticlockwisely and R, represents
rotation about x—axis by ~ anticlockwisely

(c). First rotate about z—axis by « anticlockwisely, then rotate about y—axis by 8 anticlock-
wisely. After that, rotate about x—axis by 7 anticlockwisely
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Exercise 1.7. Let r : R — R? be a regular parameterized plane curve, with ||r/(s)||= 1, then:
(a). Prove that (r'(s),r"(s)) =0

(b). Conclude that r'(s)Lr"(s)

(¢). What is the direction of r'(s) and r”(s) with respect to r(s) ?

Solution (Solution to (a)).

I+/(s)] = 1
(x'(s),/(5)) = 1
d  , / d
S (s) 0 () = 5 (1)
(K/(). 1" (5)) + ((5),7'(s) =0
2(t'(s), (5)) = 0
(x'(5),1"(5)) = 0

Solution (Solution to (b)).
By (a), (r'(s),r”(s)) = 0, hence by definition of orthogonal, r'(s)Lr"(s)

Solution (Solution to (c)).
Suppose I' is the trace of r(s). Let so be fixed, then r(sg) is a point on I'

e 1’/(s0) is the vector pointing at tangential direction of " at r(sg)

e 1”(s0) is the vector pointing at the normal direction of T' at r(sp)

I_//(80)
[[£(s0)

Hence r'(sg) and is a frame (unit square) indicating the curvature of T’
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2  Warm up Question

Exercise 2.1. Let u = i+j+k,v = i—j,w = i+j—2k. Suppose r = i+2j+3k, find
a,fB,v € Rsuch that r = au+8v+yw

Solution. Notice that (u,v) = (v,w) = (w,u) =0
Hence {u,v,w} constitutes an orthonormal basis, suppose

r=ou+pfv+yw
<I',11 = a<u7 u> +B<V7u> +7<W7u>

(r,w) = a(u,w) + 8(v,w) + v(w, w)

)=«
(1)(1) + (2)(1) + (3)(=2) = 0+ 0+ (1* + 1> + (=2)?)

Exercise 2.2. Let u=i+j+k,v =1i—j be two vectors in R®
(a). Is u orthogonal to v?

(b). Compute u x v

(c). Using (a), (b), construct an orthonormal basis for R?

Solution.

i
uxv=11 1

k
1| =i+j—2k
1 -1 0

By previous computation, {i+j+k,i—j,i+j—2k} is a orthogonal basis

It remains to normalize each vector (divide each by their length)
1, 1 1 1

1 1 1 2
Hence the Orthonormal basis is {% i +%J +ﬁ k, ﬁ i —ﬁj, % i +%j —% k}
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Exercise 2.3 (2015 TDG Quiz 1 Q1).
Let u = (1,1,0) and v = (3,6,9) be two vectors in R

(u,v)

[uf?

(a). Let w=v— u, compute w

(b). Show that u, w are orthogonal

Solution.
(u,v) =(i+j,314+6j+9k) = (1)(3) + (1)(6) =9
= [i+51%= 12 417 = 2
(u,v)
[[all?
3 3

) == 3) + (3 )+ ©© =0

Hence u, w are orthogonal

9 3. 3
u:3i+6j+9k—§(i+j) = —§i+§j+9k

W =V —

Exercise 2.4. Let S = {vy,..., vy} be an orthogonal subset of R”. Suppose:
V=Qq1V]+- -+ apVg

w=p0vi+ -+ B vi
Show that for «;, 5; € R,i =1,2,...,k, we have:

(v, w) = a1Bi||vi|®+ - + B vil®

Solution.
(viw)=(a1vi+-+agvE,fivi+-+ B vg)
k k
= aivi, Yy Biv; >
i=1 j=1
k k
=3 {eivi, Bivy)
i=1 j=1
ko k
=D aibi(vi,vy)
i=1 j=1
k
=Y aiBi{vi,vj)
ij=1
k k
=> aiBilvivid+ > aBi{vi,vy)
=1 i#j and i,j=1
Since S = {v1,..., vy} be an orthogonal subset of R™, hence (v;,v;) =0 for i # j, hence
k k
(v, w) :Zaiﬁi<vz’,Vi>+ Z oziﬂj<vi,vj>
i=1 i#j and i,j=1

k
= @ifi(vi,vi) +0
i=1

= a1B1|vil*+ - + Bl vil®
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Exercise 2.5 (2001 HKALE Pure Math Paper 1 Q7).
A 2 x 2 matrix M is the matrix representation of a transformation 7' in R%. It is known that T
transforms (1,0) and (0,1) to (1,1) and (—1,1) respectively.

(a). Find M

(b). Find A > 0 and a,b,c,d € R such that ad — bc = 1 and M can be decomposed as:

1)

Hence describe the geometric meaning of T’

- (1) 7))
(3 (¢ )

By comparison, det(M) = 2, hence A = v/2, then we write

Solution.

Notice that

1 1
w- (BB (0 ) () )
2 2

The matrix M represents a linear transformation which: First rotate by 45° anticlockwise,

then enlarge by /2 times

Exercise 2.6. For the following vector-valued functions, compute their derivatives:

(a). r(t)=(t>+1,2t,9 1)

(b). r(t) = 3t[3ti—9t%j+(cost) k]

(c). r(t)=|[(sint)i—(cost)j] x [4t7i—-3t2j+(t> — t?) k]

Solution. (a). r'(t) =(2t,2,-1)

(b). /() = (18t,—81t%, —3tsint + 3 cost)

(c). i j k
r(t) = [(sint)i—(cost)j] x [4t7i—-3t2j+(t> —t*) k]| = |sint —cost 0

L R A

r(t) = (3 =t} costi+(t? — t3)sint j+(—3t*sint 4 4t" cost) k

r'(t) =t((—=2+ 3t)cost — (=1 +t)tsint) i+ — t((—1 +t)tcost + (=2 + 3t)sint) j
— t((3t — 28t5) cost + 2(3 + 2t%) sint) k
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3 Standard Question

3.1 Orthogonalization & Orthogonal Basis

Exercise 3.1 (HKALE 1993 Pure Math Paper 1 Q8).
Let u, v, w be linearly independent vectors in R?, show that:

(a). Suppose s € R? with (s,u) = (s,v) = (s,w) = 0, then s = 0

(b). Suppose ux(vxw)=(uxv)xw =0, prove that (u,v) = (v,w) = (w,u) =0
(r,u) (r,v) (r,w)

Deduce that: Vr € R, r =
educe Bt Yr e = ) vy YV fww)

Solution (Solution to (a)). Let s = (s1, S2, 83), u = (u1,u2,u3),v = (v1,v2,v3) and w = (wy, we, w3)
Then we can form an equation in (s, s2, s3), that is:

u151 + uzs2 + ugs3 =0
(E) 1 v1S1 +vase +v3s3 =0
w181 + wase + w3sz = 0

By assumption, u, v, w are linearly independent, hence:

up U1 w1
U2 V2 W2 75 0
uz vz w3

Since det(A) = det(AT) for any 3 x 3 matrix, hence:

up u2 U3
U1 () V3 75 0
w; w2 w3

Therefore the following homogenous system has unique solution

up uz U3 S1 0
V1 () V3 592 == 0
w1 w2 wWs S3 0

Hence (F) has unique solution (s1, s2,s3) = (0,0,0), thus s =0
Solution (Solution to (b)). Suppose u x(v x w) = 0, then u = p(v x w) for some p € R

(u,v) = p(vxw,v) =0
(u,w) = p(vxw,w)=0

Similarly, suppose (ux v) x w = 0, then w = A\(u x v) for some A € R

(w,v) =Xuxv,v) =0

Hence (u,v) = (v,w) = (w,u) =0
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Solution (Solution to (c)). Suppose r = au+pv+yw

<I‘, u> = a<u7 u> + 5<V> u> + 7<Wa u>
(r,u) = a(u,u) +0+0
e
(u,u)

<I‘, V> = oz(u,v) + ﬁ<V,V> + ’7<va>
(r,v) =04 B(v,v)+0
3 (r,v)

vV, V)

—~

<I’,W> = oz(u,w) + ﬁ<V,W> + '7<Waw>
(r,u) =040+ v(u, w)

_ (rw)

T W)
erefore Vr € R® r = (r,u) u (r,v) (r,w)
Therefore Vr € R”, fu, ) +<V’V> +<W,W>
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Exercise 3.2 (2003 HKALE Pure Math Paper 1 Q9).

(a). Prove that a, b, c are linearly independent
(d,c)

(d,a) (d,b) b .

b). Letd e R3 that d =
(b). Let d €RY, prove that d = oy a g 4 P o)

y,w)

(c). Suppose x,y,z € R3 are linearly independent, define u =x and v =1y —< )
u,u

Prove that v is a non-zero vector

e new=z—<Z7u> u—<z’V> v
(d). Defi ) v

e Prove that u,v,w are orthogonal

e Describe the geometric relationship between w and the plane containing the vectors
x and y

Solution (Solution to (a)).

Suppose that «a+Sb+vyc = 0 for some «, 5,7 € R
Then a(p,q,0) + B(g, —p,0) +~(0,0,7) = (0,0,0)
Therefore we have:

pa+qB+0y=0
(E):qgqa—pB+0y=0
Oa+08+ry=0

p qg 0
Note that ¢ —p 0| = —r(p®+¢%) #0
0O 0 r

Hence (E) has unique solution only, thus « = =~ =0
Therefore a, b, ¢ are linearly independent

Solution (Solution to (b)).
Let d = (dy,da,ds3), consider the system of linear equation in («, 3, 7):

pa+qf+0y=d
(F): g —pB+ 0y =dy
O+ 08 4+ ry = d3

p q O
By (a), [¢ —p 0| =-r(p*+¢*) #0
0O 0 r

Hence (F') has unique solution, thus d = aa+/5 b+~ c for some o, 3,7 € R
Notice that (a,b) = (b,c) = (c,a) =0

(d,a) = ala,a) = a = 2:’3 (Since (a,a) = p? + ¢ #0)
(d,b) = B(b,b) = 3 = 23’ Ei (Since (b, b) = ¢ + p? # 0)
(d, c)

(d,¢) =e,c) =7 = =" (Since (c,¢) =17 £ 0)

(d,a) (d,b) (d,c)
@a) 2T bb) " Tleo) ©

—~
~

Thus d =
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Solution (Solution to (c)).

u
Suppose, on the contrary, v=0, thenu=x and v=y — éy’ i u=20
u,u
By assumption, x,y,z are linearly independent, hence x # 0
Then y = (v, x) x
(x, %)
(v, %)

Therefore (— x, X>> x+(1)y+(0)z=0

Since 1 # 0, hence there exists some linear combination (r, s, t) such that rx+sy +tz =10
That is: x,y, z are linearly dependent, contradiction !
It follows that, in first place, v # 0

Solution (Solution to (d)).

w230

(Since (v,u) =0)

(Since (v,z) = (z,Vv))

A T e
= (u,z) <Z’<uu>’<llll>’ w _ 0 (Since (v,u) = 0)
=0 (Since (u,z) = (z,u))

Hence u,v,w are orthogonal vectors, moreover, w is a vector perpendicular to the plane

containing x,y
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3.2 Orthogonal Matrix & Isometry
Exercise 3.3 (2023 TDG Quiz 1 Q4). Suppose u,v € R3.

1
(a).  Show that (u,v) = 5 (uf*+[|v]*~[lu—v|[)
(b). Let A be a 3 x 3 matrix such that for any v € R3, ||Av||= ||v||. Show that for any u,

v € R3,
(Au, Av) = (u,v)

(c). Write down any 3 x 3 matrix A except &1, such that for all v € R3, ||Av]||= |v]|.
Solution (Solution to (a)).

1
RHS = S ([[ul*+]v]*~[lu—v]?)

= §((u,u> +(v,v) —(u—v,u—v))

Solution (Solution to (b)).

LHS = (Au, Av)
= %(IIAHH2+IIAVHQ—HAU—AVIIQ)
- %(HAHHZHIAVHQ—HA(H—V)HQ)
- %(HUHZJrHVHz—Hu—VHQ)

I
E
=

3.3 Vector-Valued Function & Differentiation By Part

Exercise 3.4 (Lecture Notes Chapter 1 Exercise 6).
Let v(t) be a differentiable vector-valued function. Suppose ||v|| is a constant independent of ¢,

v
prove that s is orthogonal to v at any ¢

Solution. Suppose ||v(t)||= constant, then (v(t),v(t)) = C, for some C € R independent of ¢
Differentiating both sides:

Hence we have v/(t) L v(t) for any ¢
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4 Harder Question

Exercise 4.1 (Reflection in R? and R3, Credit to Houston Tang). Let u € R™ be a fixed unit
vector, define Householder Transformation:

Hy :R" = R" by Hy(x) £ x—2(x,u)u

(a). Show that

H,, is linear

o Hy(x) =x <= (u,x)=0

e Hy(u)=—u

Vx,y € R", (Hu(x),y) = (x, Hu(y))
e H, is distance-preserving

e H,oH,=1d

(b). By considering u = —(sin)i+(cos#) j and n = 2, derive the matrix representation of Hy,.
It should be something you familiar.

(c). Generalise your answer to higher dimensions
Solution (Solution to (a)).
(1). Pick any x,y € R, o € R, then:

Hy(ax+y)=ax+y—-2(ax+y,u)u
=ax+y—2a(x,u) — (y,u)u
=a(x=2(x,u)u) + [y —2(y,u) u]
= aHy(x) + Hyu(y)

(2). Letx€R

Hy(x) =x

(3). Hy(u)=u—-2(u,uyyu=u—-2u=-u

(4). Pick any x,y € R", then:
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(6). Let x € R?, then:

Hy(Hy(x)) = Hy(x—2(x,u)u)

=x—-2(x,u)u—2(x—2(x,u)u,u) u
=x—2(x,u) u—2(x,u) u+4(x,u)(u,u) u
=x—2(x,u)u—2(x,u) u+4(x,u) u

Solution (Solution to (b)). Consider u = —sinfi+ cosfj

il (0)] = (0) =20 (o) () ()
P

2sin 6 cos
1—2cos?6

sin 20
— cos 20

Hence matrix representation of Hy is: (R? reflection matrix)

cos20  sin 20
sin20 — cos 26
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Exercise 4.2 (Bessel’s Inequality). Denote {vi,...,v,} be an orthonormal basis of R". Let
x € R™ be any arbitrary vector, where m > n. Show that:

n

/1> || x = (x,vi)vi
i=1
Solution.
n 2
RHS? = x—Z(x,vi)vi
i=1
= <x - Z(x, Vi) Vi, X — Z(x, Vi) Vi >
i=1 i=1
n n n
— ||x|2_2<x,z<x, Vi) vy > + <Z<X, Vi) Vi, Z(x,vj> Vj >
i=1 i=1 j=1
= %P2 (x,vi) (5, vi) + D> (%, vi)(x,v5) (vi,v;)
i1 i=1 j—1 T
zero if i#£j
= [xlP=2D (¢ vi) (x, va) + D (%, Vi) (%, Vi) (vi, Vi)
i=1 i=1
= [x[IP=2) (x,vi)(x,vi) + Y (%, Vi) (x, Vi)
i=1 i=1
= Ix[1P = [(x, vi))?
i=1
< Ix|?
= LHS?
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5 Challenging Question

Exercise 5.1 (Lecture Notes Chapter 2 Exercise 11 Modified).
Let r(s) be a differentiable vector-valued function on R? with [|r/(s)||= 1. Denote T(s) = r'(s)

(a). Show that (T'(s), T(s)) = 0

(b). Denote k(s) = ||T'(s)|, define N(s) by the relation: T'(s) = x(s) N(s)
Compute ||N(s)|| and (T(s), N(s)), deduce that (T(s),N'(s)) = —x(s)

(c). Does {T(s),N(s)} constitute a orthonormal basis for R?> ? Hence prove or disprove:

N'(s) = —r(s) T(s)

Solution (Solution to (a)). By assumption, ||r'(s)||= 1 and T(s) = r'(s), hence ||T(s)|=1

L (T(s),N(s)) = -(0)
(T'(5),N(s) + (T(s),N'(5)) = 0
(5(5) N(), N(5)) + (T(s), N'(s)) = 0
#(5)(N(5), N(s)) + (T(5), N'(5)) = 0
£(5) IN()[[+(T (), N'(5)) = 0
#(s) + (T(5), N'(5)) = 0
(T(s),N'(s)) = —A(s)
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Lemma 5.1. Claim: (N'(s),N(s)) =
Proof: Note that ||[N(s)||=1 4/ (N(s),N'(s)) + (N'(s),N(s)) = 0= (N(s),N'(s)) =0
Solution (Solution to (c)).
{T(s),N(s)} constitutes an orthonormal basis since (T(s),IN(s)) = 0 and ||T(s)||= ||N(s)|=
By Tutorial 2 Theorem 2.9, suppose N'(s) = aT(s) + SN(s), then:
(

N'(s) =< (5), T(s)) T(s) + (N'(s), N(s)) N(s)
—#(s) T(s) + 0 x N(s)
—k(s) T(s)
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